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Goal-conditioned reinforcement learning lends itself as a natural framework for open-ended re-
inforcement learning in the absence of external rewards. When agents try to understand their
environment by taking exploratory actions, they might choose to recreate some of their experience
by setting themselves goals that are neither too simple nor too difficult given the experience so far.
Over time the set of possible experiences grows and so does the set of possible goals. A key question
in such a setting is, however, how to define goals and how to represent them. In the absence of
reward functions, goals are often defined in terms of possible observations, for example an image
that reflects the desired final state. However, such observational goals may be at the same time too
concrete (we may not care about the background in the image) and too abstract (if all corners look
the same, we might want to represent a specific one). This suggests to look at latent representations
of sequences of observations and actions that allow both to disambiguate single observations and to
abstract away from them.

Recently, contrastive learning has demonstrated significant potential for self-supervised repre-
sentation learning [2, 4]. In particular, for sequential problems temporal contrastive learning has
been proposed, where sequential observations can be viewed as natural augmentations [5]. More-
over, contrastive learning has recently also been employed in the context of goal-conditioned RL
where successor feature representations of temporally contiguous states are learnt contrastively [3],
but where goals are defined in observation space.

Here, we propose a novel contrastive representation learning approach that focuses specifically
on learning latent goals from sequences of observations. In particular, we use recurrent neural
networks to encode arbitrary-length sequences ot−τ . . . ot into a shared discrete latent representation
g, enabling the learning of powerful goal representations capable of encoding both disambiguated
positions and abstract regions in navigation-based tasks. We encode hierarchical and temporal
structure directly into the latent space through a learnable energy function E which assigns low
values to goals (ga, gb) if ga originates from a subset of the observation sequence encoded as gb. This
effectively induces a preorder ⪯ on goal space such that ga ⪯ gb if E(ga, gb) ≈ 0. The energy function
provides a natural mechanism for describing set operations such as unions and intersections through
optimization, corresponding to infima and suprema of the underlying preorder. The sequential
nature of our encoding approach enhances the representation of abstract spatial concepts, moving
beyond simple positional information to capture more complex spatial relationships and patterns.
Depending on the observation space, encoding specific and abstract goals has a different meaning



as shown in Figure 1. Our approach is able to deal with this by incorporating both, specific and
abstract goals in the same latent space.
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Figure 1: GridWorld environments with different observation types. While positions naturally
encode specific goals, abstract goals can not be described as a single position. Similarly, observations
are usually ambiguous and thus inherently abstract, however encoding specific goals with a single
observation is not possible.

Similar to zero-shot RL [1, 6], we evaluate our goal representation through a two-phase approach
where agents are first trained on predefined goal-conditioned tasks using our learned representations,
then tested with novel reward functions that are translated into our latent goal space. This evalua-
tion strategy allows us to assess the transferability and generalization capabilities of our learned goal
representations across diverse task specifications, demonstrating that the sequential nature of our
encoding helps with encoding more abstract spatial concepts. Our approach addresses fundamental
challenges in reward-free RL by providing a principled method for learning rich, goal representations
that can generalize to novel tasks without additional reward engineering.
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